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IMPORTANT INFORMATION AND DISCLAIMERS

1. This specification includes subject matter relating to a patent(s) of Xerox
Corporation. No license under such patent(s) is granted by implication,
estoppel or otherwise as a result of publication of this specification. Applicable
licenses may be obtained from Xerox Corporation.

2. This specification is furnished for informational purposes only. Digital, Intel,
and Xerox do not warrant or represent that this specification or any products
made in conformance with it will work in the intended manner or be
compatible with other products in a network system. Nor do they assume
responsibility for any errors that the specification may contain, or have any
liabilities or obligations for damages (including but not limited to special,
indirect or consequential damages) arising out of or in connection with the use
of this specification in any way. Digital, Intel and Xerox products may follow
or deviate from the specification without notice at any time.

3. No representations or warranties are made that this specification or anything
made from it is or will be free from infringements or patents of third persons.
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Preface

This document contains the specification of the Ethernet, a local area network
developed jointly by Digital Equipment Corporation, Intel Corporation, and Xerox
Corporation. The Ethernet specification is the result of an extensive collaborative
effort of the three corporations, and several years of work at Xerox on an earlier
prototype Ethernet.

This specification is intended as a design reference document, rather than an
introduction or tutorial. Readers seeking introductory material are directed to the
reference list in Section 2, which cites several papers describing the intent, theory,
and history of the Ethernet.

This document contains 8 sections, falling into four main groups:

Sections 1, 2, and 3 provide an overall description of the Ethernet, including its
goals, and the scope of the specification.

Sections 4 and 5 describe the architectural structure of the Ethernet in terms of
a functional model consisting of two layers, the Data Link Layer and the
Physical Layer.

Sections 6 and 7 specify the two layers in detail, providing the primary technical
specification of the Ethernet.

Section 8 provides a description and specification for a configuration testing
protocol for Network Management services. This protocol provides a minimum
capability for testing any station’s ability to communicate with other stations on
the network.

Readers wishing to obtain an initial grasp of the organization and content of the
specification will be best served by reading Sections 1, 3, and 4. Readers involved
in actual implementation of the Ethernet will find Sections 5, 6, 7, and 8 to contain
the central material of the specification. Section 2 provides references, and the
appendices provide supplementary material.

The approach taken in the specification of the Data Link Layer in Section 6 is a
procedural one; in addition to describing the necessary algorithms in English and
control flow charts, the specification presents these algorithms in the language
Pascal. This approach makes clear the required behavior of the Data Link Layer,
while leaving individual implementations free to exploit any appropriate
technology.

Because the procedural approach is not suitable for specifying the details of the
Physical Layer, Section 7 uses carefully worded English prose and numerous
figures and tables to specify the necessary parameters of this layer.
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Some aspects of the Ethernet are necessarily discussed in more than one place in
this specification. Whenever any doubt arises concerning the official definition in
such a case, the reader should utilize the Pascal procedural specification of the
Data Link Layer in Section 6.5, and the detailed prose specification of the Physical
Layer in Sections 7.2 through 7.9.

One aspect of an overall network architecture which is addressed by this
specification is network management. The network management facility
performs operation, maintenance, and planning functions for the network:

- Operation functions include parameter setting, such as address selection.
- Maintenance functions provide for fault detection, isolation, and repair.

- Planning functions include collection of statistical and usage information,
necessary for planned network growth.

While network management itself is properly performed outside the Ethernet
Data Link and Physical Layers, it requires appropriate additional interfaces to
those layers. A functional description of the network management interfaces is
given in Section 4.5, while detailed procedural models are given in Sections 5 and
6. Configuration control and overall network management for Ethernets which
may interconnect machines from different manufacturers, implementing
different, perhaps incompatible communication software at the client layer of
Ethernet, will require a minimum, common communication capability for network
management purposes. The specification for the configuration testing protocol
appears in Section 8.

Version 2.0 of the Ethernet specification reflects the experience of the three
corporations in designing equipment to the Version 1.0 specification. Version 2.0
includes network management functions and better defines the details of the
physical channel signalling. Version 2.0 is upward compatible with Version 1.0.
Equipment designed to the two specifications is interoperable.

Section 7.6.4 on Repeaters is incomplete. Further study of the repeater design is
desirable, with the goal to relax some of the configuration restrictions in Section
7.1.5.

Version 2.0 of the Ethernet specification is substantially compatible with
standards for CSMA/CD local area networks being developed by IEEE and ECMA.
The three corporations have been active participants in these standard efforts and
have now endorsed their documents. Version 2.0 of the Ethernet specification is
an interim document. We expect that future work will take place in these
standards bodies.
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1. INTRODUCTION

The Ethernet local area network provides a communication facility for high-speed
data exchange among computers and other digital devices located within a
moderate-sized geographic area. Its primary characteristics include:

Physical Layer:
Data rate: 10 Million bits/sec
Maximum station separation: 2.8 Kilometers
Maximum number of stations: 1024
Medium: Shielded coaxial cable, base band signalling
Topology: Branching non-rooted tree

Data Link Layer:

Link control procedure: Fully distributed peer protocol, with statistical
contention resolution (CSMA/CD)

Message protocol: Variable size frames, “best-effort” delivery

The Ethernet, like other local area networks, falls in a middle ground between
long-distance, low-speed networks that carry data for hundreds or thousands of
kilometers, and specialized, very high speed interconnections that are generally
limited to tens of meters. The Ethernet is intended primarily for use in such areas
as office automation, distributed data processing, terminal access, and other
situations requiring economical connection to a local communication medium
carrying bursty traffic at high-peak data rates. Situations demanding resistance
to hostile environments, real-time response guarantees, and so on, while not
specifically excluded, do not constitute the primary environment for which the
Ethernet is designed.

The precursor to the Ethernet specified in this document was the “Experimental
Ethernet,” designed and implemented by Xerox in 1975, and used continually
since that time by thousands of stations. The Ethernet defined here builds on that
experience, and on the larger base of the combined experience of Digital, Intel, and
Xerox in many forms of networking and computer interconnection.

In specifying the Ethernet, this document provides precise detailed definitions of
the lowest two layers of an overall network architecture. It thus defines what is
generally referred to as a link-level facility. It does not specify the higher level
protocols needed to provide a complete network architecture. Such higher level
protocols would generally include such functions as internetwork communication,
error recovery, flow control, security measures (e.g., encryption), and other higher
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level functions that increase the power of the communication facility and/or tailor
it to specific applications. In particular, it should be noted that all error recovery
functions have been relegated to higher level protocols, in keeping with the low
error rates that characterize local area networks.

One of the main objectives of this specification is compatibility. As stated in
Section 3, it is intended that every implementation of the Ethernet be able to
exchange data with every other implementation. It should be noted that higher level
protocols raise their own issues of compatibility over and above those addressed by
the Ethernet and other link-level facilities. This does not eliminate the
importance of link-level compatibility, however. While the compatibility provided
by the Ethernet does not guarantee solutions to higher level compatibility
problems, it does provide a context within which such problems can be addressed,
by avoiding low-level incompatibilities that would make direct communication
impossible.
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3. GOALSAND NON-GOALS

This section states the assumptions underlying the design of the Ethernet.
3.1 Goals

The goals of the Ethernet design are:

Simplicity: Features which would complicate the design without substantially
contributing to the meeting of the other goals have been excluded.

Low cost: Since technological improvements will continue to reduce the overall
cost of stations wishing to connect to the Ethernet, the cost of the connection
itself should be minimized.

Compatibility: All implementations of the Ethernet should be capable of
exchanging data at the data link level. For this reason, the specification avoids
optional features, to eliminate the possibility of incompatible variants of the
Ethernet.

Addressing flexibility: The addressing mechanisms should provide the
capability to target frames to a single station, a group of stations, or to all
stations on the network.

Fairness: All stations should have equal access to the network when averaged
over time.

Progress: No single station operating in accordance with the protocol should be
able to prevent the progress of other stations.

High speed: The network should operate efficiently at a data rate of 10
Megabits per second.

Low delay: At any given level of offered traffic, the network should introduce
as little delay as possible in the transfer of a frame.

Stability: The network should be stable under all load conditions, in the sense
that the delivered traffic should be a monotonically non-decreasing function of
the total offered traffic.

Maintainability: The Ethernet design should allow for network maintenance,
operation, and planning.

Layered Architecture: The Ethernet design should be specified in layered terms
to separate the logical aspects of the data link protocol from the physical details
of the communication medium.



ETHERNET SPECIFICATION: Goals and Non-Goals

3.2 Non-Goals

The following are not goals of the Ethernet design:

Full duplex operation: At any given instant, the Ethernet can transfer data
from one source station to one or more destination stations. Bi-directional
communication is provided by rapid exchange of frames, rather than full
duplex operation.

Error control: Error handling at the data link level is limited to detection of bit
errors in the physical channel, and the detection and recovery from collisions.
Provision of a complete error control facility to handle detected errors is
relegated to higher layers of the network architecture.

Security: The data link protocol does not employ encryption or other
mechanisms to provide security. Higher layers of the network architecture
may provide such facilities as appropriate.

Speed flexibility: This specification defines a physical channel operating at a
single fixed data rate of 10 Megabits per second.

Priority: The data link protocol provides no support of priority station
operation.

Hostile user: There is no attempt to protect the network from a malicious user
at the data link level.
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4. FUNCTIONAL MODEL OF THE ETHERNET ARCHITECTURE
There are two important ways to view the Ethernet design, corresponding to:

Architecture, emphasizing the logical divisions of the system, and how they fit
together.

Implementation, emphasizing the actual components, and their packaging and
interconnection.

Figure 4-1 illustrates these two views as they apply to a typical implementation,
showing how each view groups the various functions.

This document is organized along architectural lines, emphasizing the large-scale
separation of the Ethernet system into two parts: the Data Link Layer and the
Physical Layer. These layers are intended to correspond closely to the lowest
layers of the ISO Model for Open Systems Interconnection [4,5]. Architectural
organization of the specification has two main advantages:

Clarity: A clean overall division of the design along architectural lines makes
the specification clearer.

Flexibility: Segregation of medium-dependent aspects in the Physical Layer
allows the Data Link Layer to apply to transmission media other than the
specified coaxial cable.

As is evident in Figure 4-1, the architectural model is based on a set of interfaces
different from those emphasized in the implementations. One crucial aspect of the
design, however, must be addressed largely in terms of the implementation
interfaces: compatibility. Two important compatibility interfaces are defined
within whatis architecturally the Physical Layer:

Coaxial cable interface: To communicate via the Ethernet, all stations must
adhere rigidly to the exact specification of coaxial cable signals defined in this
document, and to the procedures which define correct behavior of a station. The
medium-independent aspects of the Data Link Layer should not be taken as
detracting from this point: communication via the Ethernet requires complete
compatibility at the coaxial cable interface.
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Transcetver cable interface: It is anticipated that most stations will be located
some distance away from their connection to the coaxial cable. While it is
necessary to place a small amount of circuitry (the transceiver) directly
adjacent to the coaxial cable, the majority of the electronics (the controller) can
and should be placed with the station. Since it is desirable for the same
transceiver to be usable with a wide variety of stations, a second compatibility
interface, the transceiver cable interface, is defined. While conformance with
this interface is not strictly necessary to ensure communication, it is highly
recommended, since it allows maximum flexibility in intermixing transceivers
and stations.

4.1 Layering

The major division in the Ethernet Architecture is between the Physical Layer
and the Data Link Layer, corresponding to the lowest two levels in the ISO model.
The higher levels of the overall network architecture, which use the Data Link
Layer, will be collectively referred to in this document as the “Client Layer” since,
strictly speaking, the identity and function of higher level facilities are outside the
scope of this specification. The one exception is a distinguished client of the Data
Link Layer called the Network Management System, for which this document
specifies a special interface and a Configuration Testing Protocol. The intent is
that the Ethernet Physical and Data Link Layers support the higher layers of the
ISO model (Network Layer, Transport Layer, etc.).

The basic structure of the layered architecture is shown in Figure 4-2.

Client Layer

e [Nterface meme————

Data Link Layer

Interface comme——

Physical Layer

Figure 4-2: Architectural Layering
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In the architectural model used here, the layers interact via well-defined
interfaces.

The interface between the Client Layer and the Data Link Layer includes
facilities for transmitting and receiving frames, and provides per-operation
status information for use by higher-level error recovery procedures.

The interface between the Data Link Layer and the Physical Layer includes
signals for framing (carrier sense, transmit initiation) and contention
resolution (collision detect), facilities for passing a pair of serial bit streams
(transmit, receive) between the two layers, and a wait function for timing.

The interface for network management includes facilities required for
interfacing a Network Management System. These facilities allow the
observation and control of the status, configuration, and operation of the Data
Link and Physical Layers.

These interfaces are described more precisely in Section 5.

4.2 Data Link Layer

The Data Link Layer defines a medium-independent link level communication
facility, built on the medium-dependent physical channel provided by the Physical
Layer. Itis applicable to a general class of local area broadcast media suitable for
use with the channel access discipline known as carrier-sense multiple-access with
collision-detection (CSMA-CD). Compatibility with non-contention media (e.g.,
switched lines, token-passing rings, etc.), while a worthwhile topic for further
research, is not addressed in this specification.

The Data Link Layer specified here is intended to be as similar as possible to that
described in the ISO model. In a broadcast network like the Ethernet, the notion
of a data link between two network entities does not correspond directly to a
distinct physical connection. Nevertheless, the two main functions generally
associated with a data link control procedure are present:

Dataencapsulation/decapsulation
- framing (frame boundary delimitation)
- addressing (handling of source and destination addresses)

- error detection (detection of physical channel transmission errors)
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Link management
-channel allocation (collision avoidance)
- contention resolution (collision handling)

This split is reflected in the division of the Data Link Layer into the Data
Encapsulation sub-layer and the Link Management sub-layer (see Figure 4-3).

Client Layer

X
Data Link Interface
Y
Transmit Receive
Data Encapsulation Data Decapsulation
Transmit Receive
Link Management Link Management
J
Physical Interface
A4

Physical Layer

Figure 4-3: Data Link Layer Functions
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In terms of the ISO model, the Ethernet Data Link Layer provides a multi-
endpoint connection between higher-layer entities wishing to communicate. The
connection provided is called a data link, and is implemented between two or more
Data Link Layer entities called data link controllers via a Physical Layer
connection called the physical channel.

4.3 Physical Layer

The Physical Layer specified in this document provides a 10 Mbps physical
channel through a coaxial cable medium. Because one purpose of the layered
architecture is to insulate the Data Link Layer from the medium-specific aspects
of the channel, the Physical Layer completely specifies the essential physical
characteristics of the Ethernet, such as data encoding, timing, voltage levels, etc.
Implementation details are left unspecified, to retain maximum flexibility for the
implementer. In all cases, the criterion applied in distinguishing between
essential characteristics and implementation details is guaranteed compatibility:
any two correct implementations of the Physical Layer specified here will be
capable of exchanging data over the coaxial cable, enabling communication
between their respective stations at the Data Link Layer.

The Physical Layer defined in this specification performs two main functions
generally associated with physical channel control:

Data encoding

- preamble generation/removal (for synchronization)

- bitencoding/decoding (between binary and phase-encoded form)
Channel access

- bit transmission/reception (of encoded data)

- carrier sense (indicating traffic on the channel)

- collision detection (indicating contention on the channel)

This split is reflected in the division of the Physical Layer into the Data Encoding
sub-layer and the Channel Access sub-layer, asshown in Figure 4-4.

4.4 Network Management
The Ethernet Data Link Layer provides an interface to a Network Management

System. A Network Management System provides services which are necessary
for network planning, operations, and maintenance.

12
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Data Link Layer

Physical Interface

A
Transmit Receive
Data Encoding Data Decoding
l Physical Layer |
Transmit Receive
Channel Access Channel Access

Ethernet Coaxial Cable

Figure 4-4: Physical Layer Functions

Network planning gathers usage information to help the users determine when
and how to expand the network.

Network operations deal with normal, day-to-day functions, such as initialization,
monitoring, and performance optimization.

Network maintenance deals with the detection, isolation, and repair of faults.

Figure 4-5 shows how a Network Management System is positioned with respect
to the other layers of the Ethernet in an overall network architecture. It uses two
interfaces to the Data Link Layer: 1) the general interface used by all other
clients, and 2) a dedicated one called the Network Management Interface. In
addition, a Network Management System usually will have access to each one of
the higher layers of the network architecture, in many cases via a dedicated
interface. Details of such access are beyond the scope of this specification.
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Network
Client Layer Management
System

F | Network Management

? |
¢ ‘ L Interface

Data Link Layer

!

Physical Layer Interface £

Data Link Interface

Physical Layer

Figure 4-5: Architecture Including Network Management Interface

The interface between the Network Management System and the Ethernet Data
Link Layer is specified in Sections 5 and 6. Through this interface, Network
Management can perform two main functions:

Configuration control

- initiating, suspending, and resuming Data Link operation

- setting the station’s physical address

- setting the station’s addressing modes (normal, promiscuous, multicast)
Observation of

- the values of certain data link state variables and parameters

- activity data (frames sent and received, bad frames, collisions)

- error conditions (operation of carrier sense and collision detect)

Using the general Client-to-Data Link Interface and the Configuration TeSting

protocol defined in Section 8, Network Management can ascertain the operability
of other stations on the network.
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4.5 Ethernet Operation and the Functional Model

This section provides an overview of frame transmission, frame reception, and the
interface to Network Management, in terms of the functional model of the
architecture. This overview is descriptive, rather than definitional; the formal
specifications of the operations described here are given in Sections 6 and 7.

4.5.1 Transmission Without Contention

When the Client Layer requests the transmission of a frame, the Transmit Data
Encapsulation component of the Data Link Layer constructs the frame from the
client-supplied data and appends a frame check sequence to provide for error
detection. The frame is then handed to the Transmit Link Management
component for transmission.

Transmit Link Management attempts to avoid contention with other traffic on the
channel by monitoring the carrier sense signal and deferring to passing traffic.
When the channel is clear, frame transmission is initiated (after a brief interframe
delay to provide recovery time for other data link controllers and for the physical
channel). The Data Link Layer then provides a serial stream of bits to the
Physical Layer for transmission.

The Data Encoding component of the Physical Layer, before sending the actual
bits of the frame, sends an encoded preamble to allow the receivers and repeaters
along the channel to synchronize their clocks and other circuitry. It then begins
translating the bits of the frame into encoded form and passes them to the Channel
Access component for actual transmission over the medium.

The Channel Access component performs the task of actually generating the
electrical signals on the medium which represent the bits of the frame.
Simultaneously, it monitors the medium and generates the collision detect signal,
which, in the contention-free case under discussion, remains off for the duration of
the frame.

When transmission has completed without contention, the Data Link Layer so
informs the Client Layer and awaits the next request for frame transmission.

4.5.2 Reception Without Contention

At the receiving station, the arrival of a frame is first detected by the Receive
Channel Access component of the Physical Layer, which responds by
synchronizing with the incoming preamble, and by turning on the carrier sense
signal. Asthe encoded bits arrive from the medium, they are passed to the Receive
Data Decoding component.
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Receive Data Decoding translates the encoded signal back into binary data and
discards the leading bits, up to and including the end of the preamble. It then
passes subsequent bits up to the Data Link Layer.

Meanwhile, the Receive Link Management component of the Data Link Layer,
having seen carrier sense go on, has been waiting for the incoming bits to be
delivered. Receive Link Management collects bits from the Physical Layer as long
as the carrier sense signal remains on. When the carrier sense signal goes off, the
frame is passed to Receive Data Decapsulation for processing.

Receive Data Decapsulation checks the frame’s destination address field to decide
whether the frame should be received by this station. If so, it passes the contents
of the frame to the Client Layer along with an appropriate status code. The status
code is generated by inspecting the frame check sequence to detect any damage to
the frame enroute, and by checking for proper octet-boundary alignment of the end
of the frame.

4.5.3 Collisions: Handling of Contention

If multiple stations attempt to transmit at the same time, it is possible for their
transmitting data link controllers to interfere with each other’s transmissions, in
spite of their attempts to avoid this by deferring. When two stations’
transmissions overlap, the resulting contention is called a collision. A given
station can experience a collision during the initial part of its transmission (the
“collision window”), before its transmitted signal has had time to propagate to all
parts of the Ethernet channel. Once the collision window has passed, the station is
said to have acquired the channel; subsequent collisions are avoided, since all
other (properly functioning) stations can be assumed to have noticed the signal
(via carrier sense) and to be deferring to it. The time to acquire the channel is thus
based on the round-trip propagation time of the physical channel.

In the event of a collision, the Transmit Channel Access component of a
transmitting station’s Physical Layer first notices the interference on the channel
and turns on the collision detect signal. This is noticed in turn by the Transmit
Link Management component of the Data Link Layer, and collision handling
begins. First, Transmit Link Management enforces the collision by transmitting a
bit sequence called the jam. This insures that the duration of the collision is
sufficient to be noticed by the other transmitting station(s) involved in the
collision. After the jam is sent, Transmit Link Management terminates the
transmission and schedules a retransmission attempt for a randomly selected time
in the near future. Retransmission is attempted repeatedly in the face of repeated
collisions. Since repeated collisions indicate a busy channel, however, Transmit
Link Management attempts to adjust to the channel load by backing off
(voluntarily delaying its own retransmissions to reduce its load on the channel).
This is accomplished by expanding the interval from which the random
retransmission time is selected on each retransmission attempt. Eventually,
either the transmission succeeds, or the attempt is abandoned on the assumption
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that the channel has failed or has become overloaded.

At the receiving end, the bits resulting from a collision are received and decoded
by the Physical Layer just as are the bits of a valid frame. The Physical Layer is
not required to assert the collision detect signal during frame reception; however,
the assertion of the collision detect signal indicates a true collision in the Physical
Layer. Instead, the fragmentary frames received during collisions are
distinguished from valid frames by the Data Link’s Receive Link Management
component, by noting that a collision fragment is always smaller than the shortest
valid frame. Such fragments are discarded by Receive Link Management.

4.5.4 Functional Description of Network Management Interface

The features presented here provide a minimum set of capabilities for the
Ethernet Network Management Interface. They do not preclude an
implementation which embellishes these services or add new ones. However, it
guarantees that all Ethernet implementations possess a minimum set of
primitives which will allow the control and observation of the operation of an
installed network.

The interface provides these services for network management:
e Initiate, Suspend and Resume operations

Network Management can initiate, suspend, and resume the operation of the
Data Link Interface. Suspension never interrupts a frame transmission or
reception that is already in progress; it takes effect immediately after the
operation in progress is completed. The operation of the Network Management
Interface cannot be suspended.

¢ Read or Set addresses

Read and set address services provide network managers with configuration
and control features. Network Management can read and set the station’s
physical address. The Data Link uses this address as the source address on
transmission and as the physical destination address on reception. This
address must be assigned in conformance with the procedures given in
Appendix B.

o Read or Set addressing modes

Network Management can change certain modes of operation of Ethernet
stations. There are two addressing modes: promiscuous mode which accepts all
frames received regardless of destination address, and normal mode which
accepts only frames with the broadcast address, the station’s physical address,
or, when enabled, multicast addresses.

17



ETHERNET SPECIFICATION: Functional Model of the Ethernet Architecture

o Enable and disable multicast operation

In general, multicast addresses are assigned by a local network administrator,
following procedures described in Appendix B. Network Management can
enable and disable the reception of frames sent to multicast addresses.
However, reception of frames sent to the broadcast address (see Section 6.2.1)
cannot be deactivated.

e Observe Data Link activity

The Data Link maintains counters of data link activity, such as frames sent
and received. These counters can be read and re-initialized by Network
Management.

e Check operation of physical channel

The Ethernet Data Link maintains two flags indicating, when raised, that a
malfunction of the carrier sense or collision detect mechanisms has been
observed. Only Network Management can reset these flags. A Network
Management System monitoring these flags can log the state of the Data Link
in the event of these failures.
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5. INTER-LAYER INTERFACES

The purpose of this section is to provide precise definitions of the interfaces
between the architectural layers defined in Section 4. In order to provide such a
definition, some precise notation must be adopted. The notation used here is the
Pascal language, in keeping with the procedural nature of the formal Data Link
Layer specification (see 6.5). Each interface is thus described as a set of procedures
and/or shared variables which collectively provide the only valid interactions
between layers. The accompanying text describes the meaning of each procedure
or variable and points out any implicit interactions among them.

Note that the description of the interfaces in Pascal is a notational technique, and
in no way implies that they can or should be implemented in software. This point
is discussed more fully in 6.5, which provides complete Pascal declarations for the
data types used in the remainder of this section. Note also that the "synchronous"
(one frame at a time) nature of the frame transmission and reception operations is
a property of the architectural interface between the Client Layer and the Data
Link Layer, and need not be reflected in the implementation interface between a
station and its controller.

5.1 Client Layer to Data Link Layer

The two primary services provided to the Client Layer by the Data Link Layer are
transmission and reception of frames. The interface through which the Client
Layer uses the facilities of the Data Link Layer therefore consists of a pair of
functions.

Functions:

TransmitFrame
ReceiveFrame

Each of these functions has the components of a frame as its parameters (input or
output), and returns a status code as its result.

The Client Layer transmits a frame by invoking TransmitFrame:

function TransmitFrame (
destinationParam: AddressValue;
sourceParam: AddressValue;
typeParam: TypeValue;
dataParam: DataValue): TransmitStatus;

The TransmitFrame operation is synchronous, in the sense that its duration is the

entire attempt to transmit the frame, so that when the operation completes,
transmission has either succeeded or failed, as indicated by the resulting status
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code:

type TransmitStatus = (transmitOkNoCollision, transmitOkOneCollision,
transmitOkMultipleCollisions, excessiveCollisionError, lateCollisionError,
datalinkOff);

Successful transmission is indicated by any of the following status codes:
transmitOkNoCollision, transmitOkOneCollision, transmitOkMultipleCollisions.
The code excessiveCollisionError indicates that the transmission attempt was
aborted due to excessive collisions, because of heavy traffic or a network failure;
the code /ateCollisionError indicates that a collision was detected outside the
collision window (implementation of the lateCollisionError status code and
associated processing 1is optional); the code datalinkOff indicates that
transmission was not attempted because the Data Link was turned off by network
management (see section 5.3), or never turned on. Implementations may define
additional implementation-dependent status codes if necessary.

The Client Layer accepts incoming frames by invoking ReceiveFrame:

function ReceiveFrame (
var destinationParam: AddressValue;
var sourceParam: AddressValue;
var typeParam: TypeValue;
var dataParam: DataValue): ReceiveStatus;

The ReceiveFrame operation is synchronous, in the sense that the operation does
not complete until a frame has been received. The fields of the frame are delivered
via the output parameters, along with a status code:

type ReceiveStatus = (receiveOK, frameCheckError, alignmentError,
datalinkOff);

Successful reception is indicated by the status code receiveOK. The code
frameCheckError indicates that the frame received was damaged by a
transmission error in the physical channel. The code alignmentError indicates
that the frame received was damaged, and that in addition, its length was not an
integral number of octets. The code datalinkOff indicates that reception was not
possible because the Data Link was turned off by network management, or never
turned on. Implementations may define additional implementation-dependent
status codes if necessary.

5.2 Data Link Layer to Physical Layer

The interface through which the Data Link Layer uses the facilities of the
Physical Layer consists of a function, a pair of procedures and three Boolean
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variables.
Function: Variables:
ReceiveBit collisionDetect
Procedures: carrierSense
TransmitBit transmitting
Wait

During transmission, the contents of an outgoing frame are passed from the Data
Link Layer to the Physical Layer via repeated use of the TransmitBit operation:

procedure TransmitBit (bitParam: Bit);

Each invocation of TransmitBit passes one new bit of the outgoing frame to the
Physical Layer. The TransmitBit operation is synchronous, in the sense that the
duration of the operation is the entire transmission of the bit, so that when the
operation completes, the Physical Layer is ready to accept the next bit
immediately. (Note: this does not imply that all invocations of TransmitBit are of
exactly equal duration; for example, if the Physical Layer must perform some
initial processing-e.g., preamble generation-before transmitting the first bit of a
frame, the first invocation of TransmitBit may take significantly longer.)

The overall event of data being transmitted is signaled to the Physical Layer via
the variable transmitting:

var transmitting: Boolean;

Before sending the first bit of a frame, the Data Link Layer sets transmitting to
true, to inform the Physical Layer that a stream of bits will be presented via the
TransmitBit operation. After the last bit of the frame has been presented, the Data
Link Layer sets transmitting to false to indicate the end of the frame.

The presence of a collision in the physical channel is signaled to the Data Link
Layer via the variable collisionDetect:

var collisionDetect: Boolean;

The collisionDetect signal remains true for the duration of the collision. (Note:
Since an entire collision may occur during the first invocation of TransmitBit-e.g.,
during preamble generation-the Data Link Layer must handle this possibility by
monitoring collisionDetect concurrently with its transmission of outgoing bits.
See 6.5 for details.)

The collisionDetect signal is also used to implement the self-test described in 7.4.7.
The Data Link Layer must continue to monitor collisionDetect for 2 ps after the
transmission is finished. The collisionDetect signal is in an undefined state
during the 4 ps inhibit period, as defined in 7.5.3, following frame reception. The
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precise operation of the collisionDetect signal is specified in 7.5.2.

During reception, the contents of an incoming frame are retrieved from the
Physical Layer by the Data Link Layer via repeated use of the ReceiveBit
operation:

function ReceiveBit: Bit;

Each invocation of ReceiveBit retrieves one new bit of the incoming frame (i.e., not
including any preamble bits) from the Physical Layer. The ReceiveBit operation is
synchronous, in the sense that its duration is the entire reception of a single bit.
(As with TransmitBit, the first invocation of ReceiveBit may take significantly
longer—e.g., due to preamble removal). Upon receiving a bit, the Data Link Layer
must immediately request the next bit until all bits of the frame have been
received. (See 6.5 for details.)

The overall event of data being transmitted on the physical channel is signaled to
the Data Link Layer via the variable carrierSense:

var carrierSense: Boolean;

When the Physical Layer sets carrierSense to true the Data Link Layer must
immediately begin retrieving the incoming bits via the ReceiveBit operation.
When carrierSense subsequently becomes false, the Data Link Layer can begin
processing the received bits as a completed frame. Note that the true/false
transitions of carrierSense are not defined to be precisely synchronized with the
beginning and end of the frame, but may precede the beginning and lag the end,
respectively. If an invocation of ReceiveBit is pending when carrierSense becomes
false, ReceiveBit returns an undefined value, which should be discarded by the
Data Link Layer. (See 6.5 for details.)

The Data Link Layer must monitor the value of carrierSense to defer its own
transmissions when the channel is busy, as well as during its own transmissions in
order to ascertain the proper operation of the carrier sense function.

The Physical Layer also provides the procedure Wait:
procedure Wait (bitTimes: integer);

This procedure waits for the specified number of bit times. This allows the Data
Link Layer to measure time intervals in units of the (physical-channel-dependent)
bit time.

Another important property of the Physical Layer, which is an implicit part of the
interface presented to the Data Link Layer, is the maximum round-trip
propagation time of the physical channel. This figure represents the maximum
time required for a signal to propagate from one end of the network to the other,
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and for a collision to propagate back. The round-trip propagation time is primarily
(but not entirely) a function of the physical size of the network. The round-trip
propagation time of the Physical Layer is specified to be at most 464 bit times (see
7.1.2).

5.3 Data Link to Network Management Interface '»

This interface permits the Network Management System to observe and control
the operation of the Data Link Layer. This interface consists of a set of variables
and one procedure. Some of these variables affect the operation of the Data Link
Layer, while others inform Network Management of various conditions, including
some failures of the Physical Layer. The procedure initializes the Data Link.

Variables:
datalinkOn
physicalAddress
multicastOn
addressMode
framesSentNoErrors
framesReceivedNoErrors
framesAbortedExcessCollisions
framesReceivedCRCErrors
framesReceivedAlignErrors
framesAbortedLateCollision (optional)
carrierSensefailed
collisionDetectFailed

Procedure Initialize

All of these parameters are described as variables in the procedural model, but
they can be grouped into categories according to their use. The first four of them
are Data Link state variables that can be read and set by Network Management.
Then there are five counters: the first two have 32 bits and the other three have 16
bits. In addition, there is an optional 16 bit counter. The last two variables in the
list are flags.

The initial values of the Data Link parameters are set by the Data Link procedure
Initialize when the Data Link begins operation (see 6.5.2.4.1).

The Boolean dataLinkOn is used by Network Management to suspend and resume
the transmission and reception of frames by the Data Link Layer:

vardatalLinkOn: Boolean;

Setting dataLinkOn to false is different from turning off the station; it does not
interrupt a reception or transmission that is already in progress. Instead, the
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inhibition of the TransmitFrame and ReceiveFrame operations takes place after
completion of the operation in progress. All other Data Link Layer processes
remain active, and Network Management can still read and set all the other
variables available in the interface. Analogously, setting dataLinkOn to true
merely resumes the suspended operation of TransmitFrame and ReceiveFrame;
this is different from initializing the Data Link, which is done by the procedure
Initialize.

Each Ethernet station has a unique 48-bit address assigned to it, in conformance
with the address assignment procedures described in Appendix B. The Network
Management System is able to read and set this address. The parameter
physicalAddress denotes this address.

var physicalAddress: AddressValue;

When frames are received from the Physical Layer, the function
RecognizeAddress compares the value of destinationAddress in the received frame
(see Section 5.2) with the value physicalAddress. The operation of this procedure
also depends on the values of the following two variables:

var multicastOn: Boolean;
var addressMode: ReceptionMode;

The first variable enables or disables multicast address recognition; the second
variable can cause all incoming frames to be accepted:

type ReceptionMode = (normal, promiscuous);

There are five (optionally, six) counters. Incremented by the Data Link Layer,
these counters can be individually read and reset by Network Management. These
counters are implemented such that upon attaining their maximum permissible
value, they remain at that value, regardless of further increment operations, until
reset. The counter names are explanatory of their use:

type
Counter32 = 0..4294967295;
Counter16 = 0..65535;
var
framesSentNoErrors, framesReceivedNoErrors: Counter32;

framesAbortedExcessCollisions, framesAbortedLateCollision,
framesReceivedCRCErrors, framesReceivedAlignErrors: Counter16;
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framesAbortedLateCollision: Counter16; {optional}

The Data Link Layer informs Network Management of failures in the operation of
the Physical Layer by setting the following flags:

var carrierSenseFailed, collisionDetectFailed: Boolean;
Two Data Link Layer processes, CarrierSenseTest and CollisionDetectTest, are
responsible for setting these flags to true if a malfunction occurs. Only Network
Management can reset them to false. A Network Management System may

include processes that watch these flags in order to capture the state of the Data
Link when they are set.

The Data Link Layer also provides Network